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Why train large reasoning models?

scaling, code, tool-use



Scaling laws: predictable returns

Model sizeCompute Data
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https://arxiv.org/abs/2001.08361



Scaling laws: predictable returns

https://openai.com/index/gpt-4-research/



Limits to scaling?

https://epoch.ai/blog/can-ai-scaling-continue-through-2030

By 2030 it will be very likely possible 
to train models that exceed GPT-4 in 
scale to the same degree that GPT-4 
exceeds GPT-2 in scale …



Limits to scaling?

https://epoch.ai/blog/can-ai-scaling-continue-through-2030

By 2030 it will be very likely possible 
to train models that exceed GPT-4 in 
scale to the same degree that GPT-4 
exceeds GPT-2 in scale …

… whether AI developers will 
actually pursue this level of 
scaling depends on their 
willingness to invest hundreds of 
billions of dollars



Limits to scaling?

https://www.newscientist.com/article/2470327-is-openai-hitting-a-wall-with-huge-and-expensive-gpt-4-5-model/

deprecated less than 
2 months after release!



New frontier: scaling test-time compute

“What is 17+8?” “25”

A transformer model uses fixed amount of compute per token irrespective of 
difficulty.

So how can we scale compute at inference-time? 

“Is the Riemann 
Hypothesis true?” “Yes”



New frontier: scaling test-time compute

o1 - the first large reasoning model



New frontier: scaling test-time compute

“think” first, then answer 
(System 1 vs 2)



New frontier: scaling test-time compute

https://openai.com/index/learning-to-reason-with-llms/

https://openai.com/index/learning-to-reason-with-llms/


New frontier: scaling test-time compute

https://metr.org/blog/2025-03-19-measuring-ai-ability-to-complete-long-tasks/



o1: what we knew



o1: how did it actually work?

https://youtu.be/6PEJ96k1kiw?feature=shared



DeepSeek-R1: first open-weights reasoner

https://arxiv.org/abs/2501.12948

~4 months after o1

Models: 8
Downloads: 9.1M

Derivatives: 2.5k
Downloads: 4.4M

                   last 30 days



DeepSeek-R1: similar to o1



https://huggingface.co/spaces/andrewrreed/closed-vs-open-arena-elo

~1 year

~2 month

DeepSeek-R1: closing the gap 

https://huggingface.co/spaces/andrewrreed/closed-vs-open-arena-elo


DeepSeek-R1: simpler than expected!

Reinforcement Learning with Verifiable Rewards (RLVR)



DeepSeek-R1: increased thinking time



DeepSeek-R1: “aha” moment



DeepSeek-R1: distillation into smol models



Can we train fully open 
reasoning models?

datasets, tooling, knowledge



closed open

closed model APIs open model weights fully open model 

The spectrum of open



Open weights and open source

open weights:
● can be fine-tuned and aligned
● run locally or on provider

● data contamination
● no control for content creators
● reproducibility

open source:
● data is available
● training code is available

● fosters innovation
● builds trust in the systems
● anybody can built on top



Open R1: fully reproduce DeepSeek-R1

Many details missing from 
DeepSeek-R1 tech report:

● Training code?
● Scaling and trade-offs??
● Verifiers???
● Data????

https://huggingface.co/open-r1



Open R1: step 1 - distilled models



Distillation goes brr: math



Math: finding hard problems



Math: verifying model answers



Math: open data for model training

hf.co/datasets/open-r1/OpenR1-Math-220k



Distillation goes brr: code



Code: problem dataset & distillation



Code: OlympicCoder

7B



Open R1: step 2 - RL with verifiable rewards



TRL: reinforcement learning for LLMs



Code verifiability crisis



Code verifiability crisis



Code verifiability crisis



Code reward curves



Open R1: step 3 - bring it altogether (WIP)



What impact has DeepSeek-R1 had on open AI?



DeepSeek-R1: huge impact on open AI!

We now have much better 
tools for reinforcement 
learning 💪



DeepSeek-R1: huge impact on open AI!

1000+ reasoning datasets 
now available, with large 
orgs like NVIDIA also 
contributing



DeepSeek-R1: huge impact on open AI!

Reasoning models now 
available in many shapes 
and sizes



Thank you!
@lewtun @_lewtun


